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In order to pass the assignment you will need to answer the following questions and upload the document to LISAM. Please upload the document in PDF format. **You will also need to upload all code in .m-file format**. We will correct the reports continuously so feel free to send them as soon as possible. If you meet the deadline you will have the lab part of the course reported in LADOK together with the exam. If not, you’ll get the lab part reported during the re-exam period.

1. **Define the V- and Q-function given an optimal policy. Use equations and describe what they represent. (See lectures/classes)**

Where is the discount factor and is the learning rate and take values between 0 and 1.

is the reward

V is a function that calculates the expected reward (r) given a state for another state. This function focuses on the reward from one state to the next. The Q-function evaluates the expected reward for each action in each state and returns the maximum reward for that action. For a given state, the Q-function calculates the reward for the different actions available and will return the action that yields the best reward.

1. **Define a learning rule (equation) for the Q-function and describe how it works. (Theory, see lectures/classes)**

The updated estimate of Q for a state is calculated as expressed above with the previous estimate of Q in state being informed by the estimate of the next state.

1. **Briefly describe your implementation, especially how you hinder the robot from exiting through the borders of a world.**

We initialize our Q matrix with random numbers ranging from 0 to 1 and set the borders as -infinite in order to dissuade our agent from exiting the limits of the board. Setting those values to the borders prevents our agent from choosing the action that would lead them out as the penalty for that movement will be – infinite. We then implement a loop over several episodes (times the agent tries to reach the goal). While the agent isn’t in the goal and that the next step is valid, we implement the Q function update and keep on feeding the next state to our agent as well as its reward.

1. **Describe World 1. What is the goal of the reinforcement learning in this world? What parameters did you use to solve this world? Plot the policy and the V-function.**

The first world is static. We have an obstacle that is placed in the way of our agent. The agent must learn to avoid this obstacle or if it finds itself inside the obstacle, it exits it the fastest possible to reach the goal.

Discount factor: 0.9

Learning rate: 0.9

Episodes: 1000

1. **Describe World 2. What is the goal of the reinforcement learning in this world? This world has a hidden trick. Describe the trick and why this can be solved with reinforcement learning. What parameters did you use to solve this world? Plot the policy and the V-function.**

The second world presents no obstacle but there is a randomness in the policy chosen for each state. There is a 20% chance that the states “obstacle” from the previous world generate negative feedback. The agent does not go directly to the goal and avoids generally the location of the previous obstacle. This can be solved because there are enough states outside the area of randomness that yield good policies and V-function.

Discount factor: 0.9

Learning rate: 0.2

Episodes: 1500

1. **Describe World 3. What is the goal of the reinforcement learning in this world? Is it possible to get a good policy from every state in this world, and if so how? What parameters did you use to solve this world? Plot the policy and the V-function.**

This world is similar to world 1, but presents a shortcut that goes through the previous obstacle. The agent must learn to go through this shortcut in order to maximize its reward.

Discount factor: 0.9

Learning rate: 0.9

Episodes: 1000

1. **Describe World 4. What is the goal of the reinforcement learning in this world? This world has a hidden trick. How is it different from world 3, and why can this be solved using reinforcement learning? What parameters did you use to solve this world? Plot the policy and the V-function.**

The world looks similar to that of the previous world, however, the policy map and the V-function tell us that there is a negative cost associated with taking the shortcut and policies that force the agent back on its tracks. From the name of the world “The road home from HG”, we infer that the problem is taken the other way around. The agent is supposed to return to the starting position of world 3 using the information of the path forward.

Discount factor: 0.9

Learning rate: 0.2

Episodes: 3500

1. **Explain how the learning rate α influences the policy and V-function. Use figures to make your point.**

The learning rate determines how much new information is prevalent in the calculation of our Q- and V-functions. The smaller it is, the more the previous learned information is important. From our equations, the first term becomes important for both V- and Q- functions). Higher learning rates are used for simple problems as we can more easily discard older results whereas for more complex problem, we need to pay more attention to new information and weight more toward it.

1. **Explain how the discount factor γ influences the policy and V-function. Use figures to make your point.**

The discount factor determines the importance of future reward. The smaller the discount factor, the more the agent values short term reward and the opposite happens when the discount factor is close to 1. The trade-off here is that for longer timescale, the total reward is susceptible to variance whereas focus on short-term gains, the total reward is more biased.

1. **Explain how the exploration rate ε influences the policy and V-function. Use figures to make your point. Did you use any strategy for changing ε during training?**

The epsilon value determines how high the probability of exploring non-optimal policies is. This allows our agent to explore the V-function landscape more thoroughly. In our implementation, we decrease the value of epsilon with each episode in order to gradually stop the exploration and make our agent focus on finding the optimal policies to reach the goal.

Higher exploration rates will lead to smoother V-function landscapes.

1. **What would happen if we instead of reinforcement learning were to use Dijkstra's cheapest path finding algorithm in the ''Suddenly irritating blob'' world? What about in the static ''Irritating blob'' world?**

Djiktra’s algorithm is implemented with the assumption that the adjacency matrix it works with is static and does not change as we traverse it and iterate towards the goal. Reinforcement learning in such a static world would yield a result that would be close to the one from Djikstra. However, in the suddenly irritating blob world, that is not static, Djisktra’s algorithm would have trouble with the randomness, the reinforcement learning method might be more efficient in finding a path that yields results that are more consistent and maybe better than for Djikstra’s algorithm.

Reinforcement learning does not guarantee us to find the optimal path, but we can find solutions that approximate it with limited computational resources.

1. **Can you think of any application where reinforcement learning could be of practical use? A hint is to use the Internet.**Reinforcement learning has been used to produce robots that compete in games. For example the AlphaGo allows its agent to compete with humans in the game of Go that is famously known to have too many configurations to be solvable by an algorithm. This same reinforcement learning scheme was then applied to a game with even more possible configuration: AlphaStar (<https://deepmind.com/blog/article/AlphaStar-Grandmaster-level-in-StarCraft-II-using-multi-agent-reinforcement-learning>) which is able to play at a competitive level the game Starcraft 2 against humans using restrictions that make it appear to be human.

Reinforcement learning is also used for self-driving cars, where agents learn to recognize the different elements on the road to avoid collisions and accidents.

1. **(Optional) Try your implementation in the other available worlds 5-12. Does it work in all of them, or did you encounter any problems, and in that case how would you solve them?**